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Abstract

This report describes the author’s research toward creating algorithms for selecting useful statistical features in
pattern/target classification problems in which the features are non-Gaussian distributed. In engineering practice,
it is common to either (1) Not perform any feature selection procedure, or (2) Use a feature selection algorithm
that assumes the features are Gaussian distributed. This process can be far from optimal if the data are actually
non-Gaussian, as they frequently are in practice. This research has the goal of mitigating that problem by creating
a useful algorithm that can be used in practice.

The approach is to focus on the performance indices used in common feature selection algorithms, such as
Branch and Bound algorithms and the Sequential Forward Selection Algorithm. Ordinarily, the performance index
used to measure the class separation in feature space involves assuming the data are Gaussian and deriving tractable
performance indices that use closed form equations that represent the probability density functions of the class
data. The advantage of this approach is that it produces feature selection algorithms that have low computational
complexity and do not require knowledge of the actual data densities. The disadvantage is that these algorithms
may not perform reasonably when the data are non-Gaussian, as they commonly are in practice.

This research examines the use of information-theoretic class separability measures that can deal with the
non-Gaussian case. In particular, this work shows that the Hellinger Distance (a divergence measure), has very
desirable mathematical properties and can be useful for feature selection. The work in this paper employs a
multivariate kernel density estimator along with the Hellinger Distance and an optimal subset selection algorithm
to do feature selection.

This report (1) Defines the classification and feature selection problems, (2) Describes the continuous variable
Hellinger distance in one dimension and discusses its mathematical properties in comparison with other distance
measures, (3) Develops the discrete variable Hellinger distance expression for one and two dimensions, and shows
that the discrete Hellinger distance for multiple dimensions is a straightforward extension, and (4) Presents experi-
mental density estimation results using a new MATLAB implementation of a multivariate kernel density estimator.

The draft of this report served as a starting point for Ensign Matthew Wilder’s MSEE thesis work at the
Naval Postgraduate School (NPS) in 2010 and 2011. Ensign Wilder completed his thesis and graduated from
NPS in June 2011 (M. J. Wilder, “Automatic Target Recognition: Statistical Feature Selection of Non-Gaussian
Distributed Target Classes,” MSEE Thesis, Naval Postgraduate School, Thesis Advisor: Grace A. Clark, Second
Reader: Monique P. Fargues, June 2011). In the thesis, Ensign Wilder created implementations of the Branch
and Bound and Sequential Feature Selection algorithms, extended the multivariate kernel density estimator code,
and evaluated the performance of Hellinger Distance-based feature selection algorithms using both simulated data
and data from a real-world benchmark data set. The new algorithm was shown to be very effective for both
Gaussian and non-Gaussian data sets. The advantages gained for non-Gaussian data come at the cost of increased
computational complexity. Using a laptop computer for practical problems, we generally use initial feature vectors
containing no more than about ten or twelve features. Proposed future research lies in creating faster kernel density
estimator algorithms that would allow for the use of higher dimensional data.
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Chapter 1

Introduction

A block diagram for a generic automatic target recognition (ATR) system appears in Figure 1.1. This ATR system
uses multiple sensors and sensor data fusion along with feature analysis and classification algorithms to discrim-
inate (or classify) targets of interest that are embedded in the measurements. Feature extraction and selection are
key to the success of the ATR system, because the classification results can be only as good as the input features.

This purpose of this report is to describe the author’s research toward creating algorithms for selecting useful
statistical features in pattern/target classification problems in which the features are non-Gaussian distributed. In
engineering practice, it is common to either (1) Not perform any feature selection procedure, or (2) Use a feature
selection algorithm that assumes the features are Gaussian distributed. This process can be far from optimal if
the data are actually non-Gaussian. This research has the goal of mitigating that problem by creating a useful
algorithm that can be used in practice.

In general, we have no prior knowledge about what features or how many features will be most effective in
classifying a given data set. Therefore, we use our judgment to extract a relatively large number of features, fully
expecting that some will be more useful than others. Feature selection is the process of choosing a subset of the
large feature set for final use by the classifier. We do this by rank ordering the features according to their importance
or value for classification, then choosing to use only the most important ones. We discuss quantitative measures
of importance later in this section. Note that feature extraction and feature selection are usually not performed
just one time each. They become part of an iterative process of feature analysis used to obtain a final feature set.
However, once the feature set to be used is established, the features are inserted directly into the classifier without
further feature selection. In some approaches, feature selection is performed in conjunction with the classifier
during the training process.

Feature selection is important for several reasons. First, we wish to minimize the effects of the curse of dimen-
sionality, in the sense that the classification computational complexity increases rapidly with the dimension of the
feature vector. Second, we wish to use only features that add significant value to the quality of the classification
results. Unimportant or redundant features add negative or zero value and should be removed. It is significant that
human feature analysis experts generally produce classification results based upon a very small number of the most
important attributes of a signal. In this section, we describe algorithms for evaluating the importance of features.
Third, if too many features are used, the classifier performance can actually degrade. Statistical decision theory
tells us that the probability of correct classification is an increasing function of the number of features provided,
if the sample size is very large. For many applications, however, a relatively small number of training sets are
available and estimation errors are no longer negligible. Empirical studies have shown that the probability of cor-
rect classification is not generally a monotonically increasing function of the number of features used. It generally
increases up to a point at which it reaches a “knee”in the curve and begins decreasing, finally leveling off at a value
less than the value at the knee [71, 48]. Clearly, our goal is to find the number of features corresponding to the
knee in the curve. This behavior of the probability of correct classification (PCC) motivates us to seek systematic

8
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Figure 1.1: ATR Block Diagram: Measurements signals/images are processed to create a signal representation
in terms of statistical features. These features are used by the classifier to make decisions in the form of target
classifications.
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feature selection algorithms such as the ones examined in this report. This is one reason why we are research-
ing performance measures such as information theoretic divergences that obey the monotonicity property. This
concept is examined in more detail in a later chapter. Fourth, an important by-product of feature selection can
sometimes be increased knowledge of the physical processes that create the data. By understanding which features
are statistically most important, we can often draw important conclusions about the physical reasons why they are
important, and this can lead to productive insights that aid in the system design. Fifth , since we can use multiple
sensors, we wish to use sensor feature fusion; so feature selection has the potential to determine which sensors are
the most important.



Chapter 2

Bayesian Classification

In this chapter, we summarize the principles of Bayesian Classification theory for the two-class (or binar hypoth-
esis) case [82, 84, 35, 85, 86]. Using general notation, we consider the problem in which the goal is to decide
between two hypotheses, H0 and H1, as depicted in Figure (2.3). For example, if we are interested in detecting
damage in electrical cables, we would letH0 denote the null hypothesis, or the hypothesis in which the cable is not
damaged. We let H1 denote the hypothesis in which the cable is damaged. For other hypothesis testing problems,
we use different definitions. For example for statistical whiteness testing, H0 denotes the hypothesis in which
the innovations are statistically white and H1 denotes the hypothesis in which the innovations are not statistical
white [3].

We measure classification performance using the Receiver Operating Characteristic (ROC) curve from com-
munication theory [82, 84, 35, 85, 86]. The ROC curve is a plot of probability of detection vs. probability of false
alarm. A statistical confidence interval should be calculated about the probability of correct classification for each
point in the ROC curve, using the techniques described in a later section.

Building a ROC curve requires having an ensemble of statistical samples for hypothesis H0 and a correspond-
ing ensemble of statistical samples for hypothesis H1. By creating a feature vector of length p, we create a
p-dimensional feature space, in which the values of the features can be plotted or visualized. The classifier divides
the feature space into classes (in this case, two classes), by creating a decision surface in feature space.

2.1 Hypothesis Testing

This section summarizes the concepts involved in constructing a detector/classifier for the binary hypothesis case
[82, 84, 35, 85, 86]. The multiple hypothesis testing problem is a straightforward extension of the binary problem,
and is described in [82, 84, 85].

Consider the decision problem in which a source of some kind generates an output that consists of one of two
choices corresponding to two hypotheses H0 and H1. Each hypothesis maps to a point in observation space. The
observation space corresponds to a set of N observations that can be denoted by the observation vector X:

X =


x1
x2
...
xN

 (Observation Vector) (2.1)

The system generates observations according to two conditional probability densities f(X|H0) and f(X|H1). We
know that either H0 or H1 is true and we are required to make a choice between them. Each time the experiment is

11
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Figure 2.1: Confusion Matrix (Contingency Table). The two hypotheses are denoted H0, the null hypothesis, and
H1. Note that for special case in which the prior probabilities are equal (P (H0) = P (H1) = 1

2 ), the probability
of correct classification becomes PCC = 1

2 [PD + (1− PFA)].

conducted, one of four events can occur: (1)H0 is true and we declareH0, (2)H0 is true and we declareH1, (3)H1

is true and we declare H1, (4) H1 is true and we declare H0. The first and third alternatives correspond to correct
choices. The second and fourth alternatives correspond to errors. The purpose of a decision criterion is to assign
relative importance to the four possibilities. The four possibilities and their associated probabilities are depicted
in the Contingency Table, or Confusion Matrix shown in Figure (2.1). Note that the four cases correspond to the
Probability of Detection P (H1|H1), Probability of a Miss P (H0|H1), Specificity P (H0|H0), and the Probability
of False Alarm P (H1|H0). The way to read these probabilities is demonstrated for the example of Probability of
False Alarm P (H1|H0). This should be read “the probability that the classifier declares hypothesis H1 to be true,
given that hypothesis H0 is actually true.” The figure shows how these probabilities are related to each other. It
also defines the Probability of Error and the Probability of Correct Classification, which are discussed later.

2.2 The Bayes Decision Rule

The Bayes test assumes that there exist prior probabilities (priors) for the hypotheses and costs associated with
the four courses of action. The priors P (H0) and P (H1) represent information available about the source prior to
conducting the experiments. The costs for the four possible courses of action are given by C00, C10, C11 and C01,
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where Cij is the cost of deciding Hi given that Hj is true. Once the costs have been assigned, the decision rule is
based on minimizing the expected cost, which is known as the Bayes risk R:

R =

1∑
i=0

1∑
j=0

CijP (Hi|Hj)P (Hj) (Bayes Risk) (2.2)

We assume throughout this discussion that the cost of an incorrect decision is higher than the cost of a correct
decision. In other words, C10 > C00 and C01 > C11. Under this assumption, the detector that minimizes the
Bayes risk is given by the following:

f(X|H1)

f(X|H0)

H1

≷
H0

P (H0)(C10 − C00)

P (H1)(C01 − C11)
(Bayes Decision Criterion) (2.3)

The ratio of the conditional densities is called the likelihood ratio and is denoted by Λ(X):

Λ(X) =
f(X|H1)

f(X|H0)
(Likelihood Ratio) (2.4)

Because this is a ratio of two functions of a random variable, the likelihood ratio is a random variable. A very
important result is that regardless of the dimensionality of the observations X , the likelihood ratio Λ(X) is a one-
dimensional variable. This idea is of fundamental importance in hypothesis testing. Regardless of the dimension of
the observation space, the decision space is one-dimensional. The quantity on the right hand side of the relation 2.3
is the threshold of the test and is denoted by η:

η ,
P (H0)(C10 − C00)

P (H1)(C01 − C11)
(Threshold) (2.5)

Thus, the Bayes criterion leads to a likelihood ratio test (LRT):

Λ(X)
H1

≷
H0

η (Likelihood Ratio Test) (2.6)

We see that the test threshold allows for weighting according to the priors and the costs. This allows the user
flexibility in choosing a threshold that is best for the problem at hand.

Key Property of the Likelihood Ratio Test: Regardless of the observation space (the size of the observation
vector X , the Bayes decision test consists of comparing a scalar variable Λ(X) with a scalar threshold η. This is
a very powerful result, as it allows us to collapse a problem in a large vector space to a simpler problem in scalar
space.

Another fundamental concept is that of a sufficient statistic l(X). This is a function of the observed data
which has the property that Λ(X) can be written as a function of l(X). This means that when making a decision,
knowing the value of the sufficient statistic is just as good as knowing X . When we choose a sufficient statistic,
we are simply describing each point in the coordinate space of the observations that is more useful for the decision
problem. This concept allows us to use a coordinate system that suits our problem best in a practical sense [82].

Using the Bayes decision rule, we can now generate a receiver operating characteristic (ROC) curve that depicts
the tradeoff between probability of detection and probability of false alarm (see Figure (2.3). Details of ROC curve
development are given in the next section.

2.2.1 The Receiver Operating Characteristic (ROC) Curve

The Receiver Operating Characteristic (ROC) curve was developed in communications theory as a tool for eval-
uating the performance of a classifier [82, 83]. The ROC curve is extremely powerful and widely used in many
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technical areas of study. The ROC curve is defined by plotting Probability of False Alarm on the abscissa and
Probability of Detection on the ordinate. Note that because particular pairs of probabilities in Figure (2.1) sum to
one, it can be shown that an equivalent way of defining a ROC curve would be to plot Probability of a Miss vs.
Specificity.

There are two general ways in which a ROC Curve can be constructed, as depicted in Figure (2.2). If one
is given closed-form expressions for the conditional probability density functions, then one can integrate them
as in Figure (2.3) and (2.4). If one is given ensembles of finite numbers of observation data corresponding to
the hypotheses, then a contingency table can be constructed as in Figure (2.1). The probability of detection and
probability of false alarm are taken directly from the contingency table. Or, if estimates of the pdf’s are available,
they can be integrated to obtain the probabilities, as in Figure (2.3) and (2.4).

Example of the Construction of a ROC curve: Using general notation, we consider the two-class hypothesis
testing problem in which the goal is to decide between two hypotheses,H0 andH1, as depicted in Figure (2.3). The
problem depicted is that of detecting a signal in stochastic noise. The algorithm chosen determines the detection
statistic r on which we place a variable threshold r0. When the threshold is varied across the values of r, a curve
is traced out with a shape as shown in Figure (2.3). At each value of the threshold, a point on the ROC curve is
determined.

Minimax Operating Point on the ROC Curve: Referring to Figure (2.3), the goal of our work is to find the
threshold γ at which the classifier achieves the minimax operating point. This is the point, often called the “knee
” of the curve, at which PFA is minimum and PD is maximum. Van Trees [82] derives the theoretical minimax
operating point. In practice, the author computes the probability of correct classification PCC for all of the range
of values of the threshold. The desired minimax operating point occurs where the threshold maximizes PCC .

Families of ROC Curves: Families of ROC curves can be formed by varying the signal-to-noise ratio (SNR)
or other appropriate quantities of interest, as depicted in Fig (2.3). Intuitively, we see that if the SNR is high (the
two pdf’s are easily separable), then the ROC curve moves toward the axes and the (0, 1) point. If the SNR low,
then the ROC curve moves toward the “45 degree ”line that connects the point (0, 0) with (1, 1). Theoretically, the
ROC curve should never fall below this line.

This concept leads to commonly-used curves that are built from combinations of the three basic quantities
PD, PFA and SNR. For example, people sometimes plot PD vs. SNR and let PFA vary. A very nice practical
exposition of ROC curves is given in [83].

2.2.2 Bayes Detection Rule Using Conditional Posterior Probabilities

Another equivalent way to view the Bayes likelihood ratio test is to rewrite it in terms of conditional posterior
probabilities. This formulation can be useful in some applications [12]. For this derivation, we assume that the
costs of classification errors are the same for both hypotheses. Under this assumption, the conditional posterior
probability P (H1|X) for the binary hypothesis case can be written as follows [82].

P (H1|X) =
f(X|H1)P (H1)

f(X|H0)P (H0) + f(X|H1)P (H1)
(Posterior Probability) (2.7)

Similarly, we can write the conditional posterior P (H0|X) for the binary hypthesis case can be written as
follows [82]:

P (H0|X) =
f(X|H0)P (H0)

f(X|H0)P (H0) + f(X|H1)P (H1)
(Posterior Probability) (2.8)
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Figure 2.2: There are two general ways in which a ROC Curve can be constructed. If one is given closed-form
expressions of the conditional probability density functions, then one can integrate them as in Figure (2.3) and
(2.4). If one is given ensembles of finite numbers of observation data corresponding to the hypotheses, then a
contingency table can be constructed as in Figure (2.1). The probability of detection and probability of false alarm
are taken directly from the contingency table. Or, if estimates of the pdf’s are available, they can be integrated to
obtain the probabilities, as in Figure (2.3) and (2.4).

One can show that the Bayes decision rule can take the following equivalent form:

P (H1|X)
H1

≷
H0

.5 (Posterior Probability Test (2.9)

Using this equivalent Bayes decision rule, we can now generate a receiver operating characteristic (ROC) curve
that depicts the tradeoff between probability of detection and probability of false alarm (see Figure (2.3) and (2.4).
Details of ROC curve development are given in the next section. Let us now consider some important special cases
of the Bayes decision rule.

2.2.3 Bayes Risk Special Case When C00 = C11 = 0 and C01 = C10 = 1

An important special case of the Bayes criterion is that in which a correct classification is assigned zero cost and an
incorrect classification is assigned full cost. In this case, we assign C00 = C11 = 0 and C01 = C10 = 1. Inserting
these values in the Bayes Risk of Equation (2.2), we obtain:

R = P (Error) = P (H0, H1) + P (H1, H0) (2.10)
= P (H0|H1)P (H1) + P (H1|H0)P (H0) (2.11)

This version of the Bayes risk is called probability of error, and is a very effective criterion for evaluating detec-
tor/classifier performance [82, 84, 35, 85, 86]. Alternatively, we often use the fact thatP (Error)+P (Correct Classification) =
1 and define the probability of correct classification:

P (Correct Classification) = P (CC) = P (H1, H1) + P (H0, H0) (2.12)
= P (H1|H1)P (H1) + P (H0|H0)P (H0) (2.13)

In this work, we use probability of correct classification as a very useful performance measure.
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Figure 2.3: The ROC curve can be generated by integrating under the conditional probability density functions to
compute PD and PFA. As the decision threshold is varied, a curve is mapped out in the ROC curve. Families of
curves can be developed by letting the signal-to-noise (SNR) ratio vary.
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2.2.4 Probability of Correct Classification for the Special Case When Priors are Equal

Often in practice there exists insufficient information about an experiment to allow assignment of prior probabilities
P0 and P1. In this case, it is common to assume that the priors are equal, so P0 = P1 = 1/2. Under this condition,
the probability of correct classification becomes

P (CC) =
1

2
[P (H1|H1) + P (H0|H0)] (2.14)

This can now be written in terms of the probability of detection and probability of false alarm as follows:

P (CC) =
1

2
[PD + (1− PFA)] (2.15)

2.2.5 The Bayes Minimax Test

A Bayes test designed to minimize the maximum possible risk is called a minimax test. For any choice of decision
regions the risk expression can be written in terms of the quantities in Figures (2.3) and (2.4) as follows:

R = P (H0)C10 + P (H1)C11 + P (H1)(C01 − C11)PM − P (H0)(C10 − C00)(1− PFA) (2.16)

where PM = 1 − PD is the probability of a miss. To minimize the maximum risk, we use a Bayes test designed
assuming P (H1) = 1. This implies that the coefficient of P (H1) must be zero, and the resulting minimax equation
is:

(C11 − C00) + (C01 − C11)PM − (C10 − C00)PFA = 0 (2.17)

Assuming that C00 = C11 = 0 and substituting PM = 1− PD, the risk becomes

R = P (H0)C10PFA + P (H1)C01(1− PD) (2.18)

and the minimax equation is

C01(1− PD) = C10PFA (2.19)

2.3 Statistical Confidence Interval on the Probability of Correct Classifi-
cation

We are very interested in knowing the confidence with which we can specify the performance of classifiers. In this
section, we present algorithms for computing confidence criteria.

In the process of evaluating classification/detector performance, we estimate conditional probabilities based
upon experiments with real world data and a finite number of statistical samples. We can specify the performance
in terms of sensitivity and specificity. In order to specify the performance fully, however, it is desired to specify
the confidence we have in the estimates of the conditional probabilities. We can do this by calculating a statistical
confidence interval about the probability of correct classification.

The classifier/detector performs a random experiment, the outcome of which can be classified in one of two
mutually exclusive and exhaustive ways: success or failure. Success means that the classification is correct. Failure
means that the classification is incorrect. Let N equal the number of independent trials. Let p = P (CC) = the
probability of success. Assume that p is the same on each repetition. Let q = 1− p = probability of failure. Now,
let Xi be a random variable with i = 1, 2, . . . , N and

Xi =

{
0, if the outcome of the ith trial is failure
1, if the outcome of the ith trial is success
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So, we can write P {Xi = 1} = p and P {Xi = 0} = 1− p = q.

Now, let Y be the sum of successes throughout N repetitions of the experiment.

Y =

N∑
i=1

Xi (2.20)

Let y ∈ {y : y = 1, 2, . . . , N}. Then, Y = y iff exactly y of the variables {X1, X2, . . . , XN} have value 1,
and the remaining N − y variables equal zero. There are

(
N
y

)
ways in which exactly y ones can be assigned to y

of the variables X1, X2, . . . , XN . Since X1, X2, . . . , XN are mutually stochastically independent, the probability
of each of these ways is py(1 − p)N−y . Now, P (Y = y) is the sum of the probabilities of these

(
N
y

)
mutually

exclusive events, so

P (Y = y) =

{(
N
y

)
py(1− p)N−y , y = 0, 1, 2, . . . , N

0 , Elsewhere

This is the probability density function (pdf) of a binomial distributed random variable, so Y is binomial distributed
b(N, p). Recall that

(
N
y

)
= N !

y!(n−y)! = 0 if y > N or if y < 0. Also, note that for a binomial distribution, we have
the mean E{y} = Np, and the variance σ2

y = Npq [80, 89].

Now for the classification problem in which we conduct an experiment, we can calculate the quantities in the
confusion matrix (or contingency table). The maximum likelihood estimate of p is given by:

p̂ =
Number of Correct Classifications

Number of Test Cases

We can also write this as follows:

p̂ =
y

N
(2.21)

q̂ = 1− p̂ (2.22)

We can write the confidence interval about the true value of p as follows, where α is the significance of the test.

P{L < p < U} = 1− α (2.23)

where L and U are the lower and upper bounds, respectively, of the confidence interval. There are various ways
to interpret the meaning of a confidence interval.

(1) This most common interpretation is to read the confidence interval relation above as follows: “With confi-
dence 1−α, the true p lies between L and U.” However, this interpretation is not generally supported by statistical
rigor. The preferred interpretations are given next.

(2) The classical interpretation is to read the confidence interval relation above as follows: “Prior to the repeated
independent performances of the random experiment, the probability is 1 − α that the random interval (L,U)
includes the unknown fixed point (parameter) p [89].”

(3) The frequentist interpretation is to read the confidence interval relation as follows: “The confidence interval
is a random interval that covers the true probability with frequency 1 − α. ” This does not mean that a particular
interval contains the true value of p with probability 1−α percent. The reason for this somewhat convoluted inter-
pretation is that p is an unknown constant and not a random variable, and we cannot make probability statements
about constants within the frequentist framework of statistics.

For the large sample size case (N ≥ 30), the Gaussian approximation to the distribution of p can be used, and
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the 95% confidence interval (α = .05) is given by [89]:

L = p̂− 1.96

√
p̂ (1− p̂)

N
and (2.24)

U = p̂+ 1.96

√
p̂ (1− q̂)

N
(2.25)

We can evaluate L and U, and plot them versus p and p̂, for various values of N, as in Figure (2.5). The plot is very
instructive in showing how the confidence interval tightens as the sample size increases.

In many applications however, we are limited to small sample sizes, so we are forced to use more accurate
estimates of L and U which are valid for small sample sizes. These estimates are given as follows [89]:

L = Np̂+ 2− 2

√
Np̂ (1− p̂) + 1

N + 4
and (2.26)

U = Np̂+ 2 + 2

√
Np̂ (1− p̂) + 1

N + 4
(2.27)

For the small sample size case, we can evaluate L and U, and plot them versus p and p̂, for various values of N, as
in Figure (2.6). Again, the plot is very instructive in showing how the confidence interval tightens as the sample
size increases.

2.4 Confidence Intervals Based on the Bootstrap

There exist some relatively new algorithms in the literature for coping with small sample size statistics in signal
processing applications. These involve exploiting the concept of the “bootstrap” algorithm to compute the con-
fidence interval on the sample mean when the sample size is small [73, 74, 75, 76]. The author implemented
an algorithm to compute the bootstrap mean and confidence interval on the mean. It was applied to a real-world
problem in [3].

The bootstrap was introduced by Efron [75] as an approach to estimate confidence intervals for statistical pa-
rameters in circumstances in which standard methods cannot be applied. An example is when the statistical sample
size is small because only a small number of data samples is available. The bootsrtrap does what the experimenter
would do if it were possible - repeat the experiment many times to create a large sample size. The bootstrap ap-
proximates a large sample size by reassigning the observations randomly and recomputing key quantities many
times (often thousands of times). These re-computations are then treated as repeated experiments.

The key to the bootstrap is very simple - resampling with replacement. Let U represent a finite population
of individual units U1, U2, . . . , UN , any one of which is equally likely (with probability 1/N ) to be selected in a
single random draw. A random sample of size n is defined to be a collection of n units u1, u2, . . . , un selected at
random from U .

In principle, the random sampling process uses a pseudo-random number generator to select independently
a set of integers j1, j2, . . . , jn, each of which equals any value between 1 and N with probability 1/N . These
integers serve as indices that determine which members of U are selected in the random sample, u1 = Uj1, u2 =
Uj2, . . . , un = Ujn.

If sampling with replacement is used, then every sample is returned to the to the data set after sampling. This
means that a single unit Ui is allowed to appear more than once, and some units may not appear at all. If sampling
without replacement were used, then we would insist that the integers j1, j2, . . . , jn be distinct. For the bootstrap,
we use sampling with replacement.

For computing a bootstrap confidence interval on the mean of a random variable of interest, we let X be the
random sample vector of samples in an ensemble used to compute the ensemble average. We then use the following
procedure to compute the bootstrap confidence interval on the ensemble mean signal:
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Figure 2.5: Large Sample Size Case: The 95 Percent confidence interval bounds (L,U) for the probability of
correct classification are plotted, given the sample size n. Here, we use the Normal approximation ordinarily used
for the the case in which n is large. Note how the confidence interval tightens as the sample size increases.
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Figure 2.6: Small Sample Size Case: The 95 Percent confidence interval bounds (L,U) for the probability of
correct classification are plotted, given the sample size n. Here, we use the better approximation for the the case
in which n is small. Note how the confidence interval tightens as the sample size increases.
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Algorithm for Estimating the Bootstrap Confidence Interval About the Mean for a Random Sample Vector:

Step 0, Conduct the Experiment:
Let the N × 1 random sample vector be X as defined above.

Step 1, Resampling
Using a pseudo-random number generator, draw a random sample of N values with replacement from X . We

call this our bootstrap resample X ∗. Keep in mind that some of the original samples may appear more than once
in X and others may appear not at all.

Step 2, Calculation of the Bootstrap Estimate of the Mean
Calculate a desired function of the of the values of X ∗. In our case, calculate the sample mean of the values in

X ∗. Call this the bootstrap sample mean µ̂∗1.

Step 3, Repetition
Repeat Steps 1 and 2 a large number of times (for example, let n = 1000) to obtain a total of n bootstrap

esimtates of the the mean: µ̂∗1, µ̂
∗
2, . . . , µ̂

∗
n.

Step 4, Approximation of the Distribution of µ̂.
Sort the bootstrap estimates of the means into increasing order to obtain the vector µ̂∗(1), µ̂

∗
(2), . . . , µ̂

∗
(n), where

µ̂∗(k) is the kth smallest of µ̂∗1, µ̂
∗
2, . . . , µ̂

∗
n. If desired, one can compute a probability density function (pdf) estimate

for µ̂ and plot it for visual inspection. This step is not necessary, but it is quite instructive. For example, one could
calculate a histogram or a kernel estimate of the pdf.

Step 5, Compute the Confidence Interval
The desired (1−α)100% bootstrap confidence interval is given by the set of lower and upper bounds [L,U ] =[

µ̂∗(q1), µ̂
∗
(q2)

]
, where α is the significance of the test, the index on the lower bound is q1 = bNα/2c, which is the

integer part of Nα/2 rounded down, and the index on the upper bound is q2 = N − q1 + 1. These bounds were
derived by finding the indices on the sorted means at lower and upper ends of the pdf estimate at which the areas
under the pdf estimate equal α. This does not require that the estimated pdf is symmetric.

An example of a practical application in which bootstrap confidence intervals are used can be found in [3].



Chapter 3

Density Estimation

3.1 The Histogram

The histogram of a random variable r is a very simple estimate of a probability density function f(r), based upon
measured samples (exemplars) from an experiment. The range of the random variable r is divided (quantized) into
bins. The estimate f̂(r) of the pdf is constructed by counting the number of occurrences of the random variable
that lie within each bin. A histogram plot of f̂(r) is constructed in which the abscissa is the bin number and the
ordinate is the number of occurrences of the random variable in each bin. The reader is referred to [64, 39, 42] for
a thorough discussion of histograms.

A key issue in the use of histograms is how to choose the number of bins to use. A practical rule of thumb has
been developed by Sturges [37] using a combination of theory and empirical studies. This is known as Sturges’
Rule for Constructing Histograms. If we let NE equal the number of exemplars in the data set and Nr equal the
number of bins to use for random variable r, then the rule of thumb is

Nr = log2[NE ] + 1 (3.1)

This rule of thumb has been found to be useful by the author. Some people argue that Sturges’ rule of thumb results
in overly-smooth histograms, and Hyndman [38] actually argues that the basic derivation of the rule is incorrect. In
practice, other considerations such as ease of visualizing the histogram by visual inspection may be the overriding
consideration in choosing the bin size.

3.2 Parzen Kernel pdf Estimation

We also use a more sophisticated pdf estimator of the kernel type [64]. We choose the Parzen kernel type estimator
because of its generality, ease of use, and robustness as demonstrated by a wide variety of application observed
by the author [64, 65, 67, 68, 11, 12, 13, 14, 15, 16, 17, 18, 19]. The Parzen kernel pdf estimator is the basis for
the Probabilistic Neural Network (PNN) proposed by Donald F. Specht [65, 67, 68]. The PNN is actually a Bayes
optimal classifier which uses pdf estimates based upon the Parzen kernel. The most commonly used kernel is a
Gaussian-shaped kernel.

The essence of the Parzen kernel pdf estimator can be summarized as follows. Let us define the following
symbols:

i = Training pattern or exemplar index, where i = 1, 2, . . . ,m

m = Number of training or exemplar patterns in the training set

24
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X = Pattern or feature vector under test, X = [x1, x2, . . . , xm]T

Xi = i-th training vector in the training set

σ = Smoothing parameter for the pdf estimator (to be chosen by the user)

p = Dimension of the feature vector X (The dimension of X is p× 1)

Given a set of training vectors Xi from the training set, the Parzen kernel pdf estimate is given by:

f̂(X) =
1

(2π)
p
2 σp

m∑
i=1

exp

[
− (X −Xi)

T (X −Xi)

2σ2

]
(3.2)

The kernel for this estimator is a Gaussian-shaped function centered at the exemplar valueXi in multi-dimensional
space. The width of the Gaussian-shaped kernel is specified by the smoothing parameter σ, which clearly is the
standard deviation of the Gaussan kernel. The pdf estimate is the superposition, or summation of all of these
kernels summed over the training data set consisting of m samples.

The smoothing parameter choice is very important to the quality of the pdf estimate. As σ → 0, the pdf estimate
becomes the same as the Nearest Neighbor estimate. Also, the estimated pdf has distinct modes corresponding to
the locations of the training samples. As σ →∞ the pdf estimate experiences broad smoothing and interpolation.
In addition, the estimated pdf approaches Gaussian and the PNN equals the hyperplane (linear) classifier.

3.3 Creation of the Evenly-Spaced Grid of Feature Values Over which to
Compute the pdf Estimate

In practice, we wish to capture estimates of the extreme tails of the density function. Of course, we cannot do this
perfectly, so we must engage in the “art” of pdf estimation. The author uses the following technique.

First: for each feature xm, m = 1, 2, ...,M , where M is the number of features in the feature vector X ,
search for the maximum and minimum values xMin

m and xMax
m , to establish the range of the feature’s values

Range(xm) = [xMin
m , xMax

m ].

Second: Create the bounds on the evenly-spaced grid over which to calculate the pdf estimate. Do this by
expanding the range beyond the minimum and maximum values to be sure that we capture most of the tails of the
distribution. A simple way to do this is to choose a scale factor Km, m = 1, 2, ...,M such that Km > 1. We then
create the bounds for the grid for the mth feature as follows:

Bounds(xm) = Km ∗Range(xm) (3.3)

Third: Create the Grid for feature xm by constructing a uniformly-spaced vector of values between the bounds.
The user must experiment with the value of Km to obtain a satisfactory estimate of the tails. Visual inspection of
a plot of the pdf estimate is a reasonable way to check the estimate of the tails. The author usually finds that 1.5 is
a good starting estimate for the value of Km.

3.4 Normalization of the pdf Estimate

We know that the integral over a pdf must equal one. In order to ensure this, we sum the values of the pdf estimate
to obtain a content S. We then normalize the pdf estimate by dividing it by S.
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3.5 Automatic Selection of the Smoothing Parameter

Smoothing parameter selection is generally an ad hoc, manual, empirical, time-consuming activity [64]. We are,
therefore interested in automating the process. The MATLAB software written for this project allows the user to
choose whether she/he wishes to choose the parameter manually, or automatically. We implemented an automatic
scheme suggested by J. B. Cain [66]. This scheme provides a reasonable estimate of the smoothing parameter,
given the training data set. If one wishes to adjust σ manually, one can use the Cain algorithm as an initial
condition for starting the manual search.

Cain’s algorithm is based upon the observation that the pdf estimate at a point (a member of the training set, or
set of exemplar samples), should be significantly influenced by more than one exemplar, but not by a large number
of exemplars. It is clear that the larger the number of exemplars and the denser the exemplars, the smaller the
smoothing parameter σ must be for best performance in estimating the pdf. In the Cain algorithm, σ is set to a
constant times the average distance between exemplars in the same class.

Let i denote the exemplar index, and k denote the class index (for our case, k = 1). Let ρi denote the i − th
exemplar from the training set. Let Ck denote the k − th class, and |Ck| denote the number of exemplars in the
k − th class.

Let di denote the distance between exemplar pattern ρi and the nearest exemplar in the class Ck. We can then
define the minimum distance between exemplar patterns in class Ck as follows:

d̂avg[k] =
1

|Ck|
∑
ρi∈Ck

di (3.4)

Finally, we assign the smoothing parameter for class Ck to be:

σk = g • d̂avg[k] (3.5)

where 1.1 ≤ g ≤ 1.4. The range of g was determined empirically by Cain, and the author has also found it to
be useful in a variety of applications [11, 12, 13, 14, 15, 16, 17, 18, 19].

The Cain algorithm is a two-pass algorithm and is summarized as follows:

3.5.1 First Pass

The first pass is nearly identical to the training method used for the PNN:
(1) Present all training patterns (exemplars) ρi to the the Parzen estimator.
(2) After all exemplars are presented, set constant the number of exemplars |Ck| in each of the k classes.

3.5.2 Second Pass

Assign the smoothing parameter for class Ck to be [66]:

σk = g • d̂avg[k] (3.6)

where 1.1 ≤ g ≤ 1.4, and d̂avg[k] is given by Equation (3.4).
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3.5.3 Other Algorithms for Selecting the Smoothing Parameter

Various researchers have proposed algorithms for automatically choosing the smoothing parameter in a kernel
density estimator [64, 69, 70, 71, 72]. This author implemented an algorithm by Silverman [64] for use with this
work. It generally serves as good initial estimate of the smoothing parameter.

The formula the author used is given on pages 86-87 of Silverman [64]. Assuming we are given normally-
distributed multi-dimensional data with unit variance, let us define the following. Let n denote the number of
independent, identically distributed (i.i.d.) observations (feature vectors) we have available. Let d denote the
length of each feature vector (number of features in a feature vector, or dimensionality). Define the constant
A(K), where K refers to the kernel function:

A(K) = { 4
d+2}

1/(d+4) (Constant) (3.7)

Now, the optimal window width (or smoothing parameter) for normally-distributed multi-dimensional data with
unit variance is given by:

hopt = A(K)n−1/(d+4) (3.8)

If the data are general (not necessarily Gaussian) with covariance S, if the kernel is radially symmetric and
if the data are not transformed (not “not pre-whitened ” [64]), then Silverman prescribes the following. Define a
single scale parameter, call it σ, and use it to scale the smoothing parameter above to give the smoothing parameter
h∗opt as follows:

h∗opt = σhopt (3.9)

Silverman recommends that a possible choice for σ is the average marginal variance given by

σ2 =
1

d

∑
i

sii (3.10)

This is the formula used in the author’s code. Again, this formula may not give the best possible estimate for
the smoothing parameter, but it is useful as an initial guess. Please see the next section for additional ideas for
searching for the optimal smoothing parameter in a practical application.



Chapter 4

Bayesian Classification Using the
Probabilistic Neural Network

The algorithms developed in earlier chapters are used in practical applications of Bayes detection theory and
classification theory. This chapter summarizes the practical aspects of applying the theory.

We assume throughout this discussion that the cost of an incorrect decision is higher than the cost of a correct
decision. In other words, C10 > C00 and C01 > C11. Under this assumption, the detector that minimizes the
Bayes risk is given by the following:

f(X|H1)

f(X|H0)

H1

≷
H0

P (H0)(C10 − C00)

P (H1)(C01 − C11)
(Bayes Decision Criterion) (4.1)

The ratio of the conditional densities is called the likelihood ratio and is denoted by Λ(X):

Λ(X) =
f(X|H1)

f(X|H0)
(Likelihood Ratio) (4.2)

The quantity on the right hand side of the relation (4.1) is the threshold of the test and is denoted by η:

η ,
P (H0)(C10 − C00)

P (H1)(C01 − C11)
(Threshold) (4.3)

Thus, the Bayes criterion leads to a likelihood ratio test:

Λ(X)
H1

≷
H0

η (Likelihood Ratio Test) (4.4)

We see that the test threshold allows for weighting according to the priors and the costs. This allows the user
flexibility in choosing a threshold that is best for the problem at hand.

Another equivalent way to view the Bayes likelihood ratio test is to rewrite it in terms of conditional posterior
probabilities. Under the assumptions above, the conditional posterior P (H1|X) for the binary hypothesis case can
be written as follows [82].

P (H1|X) =
f(X|H1)P (H1)

f(X|H0)P (H0) + f(X|H1)P (H1)
(Posterior Probability) (4.5)

28
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Similarly, we can write the conditional posterior P (H0|X) for the binary hypothesis case can be written as
follows [82]:

P (H0|X) =
f(X|H0)P (H0)

f(X|H0)P (H0) + f(X|H1)P (H1)
(Posterior Probability) (4.6)

One can show that the Bayes decision rule can take the following equivalent form:

P (H1|X)
H1

≷
H0

.5 (Posterior Probability Test) (4.7)

Examples of practical applications in which this formulation are applied appear in [12, 11].

A comparison of the PNN with other classifiers such as the back propagation neural network [50] is summarized
in [12]. Briefly, the PNN offers advantages in training time (it learns in just one pass through the data), it lacks
local minima, it has better generalization capability, and it has better classification performance when the data are
sparse. Its main drawback is that it requires that the training data must be stored, but this problem can be mitigated.

4.1 Practical Aspects of Choosing the Smoothing Parameter

We use two main methods for choosing the smoothing parameter, σ; manually and automatically. (1) In the
manual mode, we simply choose values of σ and compute the resulting probability of correct classification P(CC).
The curve for P(CC) generally has a knee or maximum, and we choose the value of that maximizes P(CC). (2) In
the automatic mode, we build a loop into the PNN software that allows us to try automatically a range of values
for σ and map out a curve for P(CC) vs. σ , which we can automatically search for the maximum. One possible
disadvantage of this technique is that the same value of σ is used for both classes, H1 and H0. In general, we have
the flexibility to use a distinct value σH1 for class H1, and σH0 for class H0. This requires a search in the 3D space
of P(CC) vs. σH1

vs. σH0
. If one is willing to pay the price of additional computational complexity, an “adaptive

PNN ”scheme can sometimes be beneficial [65, 68, 66].

Specht [65] reports that the P(CC) vs. σ curve has a broad maximum, so the performance of the pdf estimator
is relatively insensitive to the exact value of σ chosen. In fact, for a mine detection problem [12], we have found
that this rule of thumb is valid. However, for another application with a small sample size, we found that relatively
small changes in the value of the smoothing parameter significantly altered the classification results [13, 18, 19, 17].
Therefore, for those data, it is very important to find the optimum σ , and this becomes an important reason why
we chose to use an automatic tuning algorithm..



Chapter 5

Feature Selection

5.1 Lower Bound on the Number of Independent Training Samples Nec-
essary for Classification

We must pay careful attention to an important relationship between the number of features used and the sample
size. A combination of theoretical and empirical studies has led to the following rule of thumb [47, 52]. Given that
we have chosen the number of features in our feature vector, then:

Number of Independent Training Samples Needed Per Class > (5) (Number of Features) (5.1)

For example, if we have a feature vector of dimension 10, then we need at least 50 training samples in each
class to support the classifier. Many researchers recommend using many more than five times the dimension of the
feature vector. This rule of thumb has proved to be of value in mine detection and a variety of other applications
the authors have studied [50]. The theoretical reasoning for the rule of thumb is based upon the fact that covariance
matrices are used in feature space class separability measures and in many classification algorithms. The rule of
thumb reflects the number of training samples required to ensure in practice that the covariance matrix is estimated
with sufficient precision [47, 52].

5.2 Upper Bound on the Number of Features One Can Use

An important implication of this rule of thumb is an upper bound on the number of features to use, given the
number of independent training samples. So, given that we have a limited number of training samples, then:

Number of Features 6
(

1

5

)
(Number of Independent Training Samples Per Class) (5.2)

Note that if the sample size is small, it severely limits the number of features we can use. For example, if we
have only 15 training samples available per class, then we can use at most about 3 features.

5.3 Measures of Class Separability

The criterion we use to judge the feature set is a measure of class separability consisting of a probabilistic measure
of the distance between classes in the corresponding feature space. In general, the complete information about
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the probabilistic structure of the classes can be given in terms of the class conditional probability density function
f(X|Classi) and the class prior probabilities Pi, where X is the feature vector, i = 1, 2, ...N is the class index
and N is the number of classes. Any function C(·)

C(·) =

∫
g

[
f(X|Classi), f(X|Classj), Pi, Pj

]
dX (5.3)

satisfying the following properties can be used as the distance measure: (1) C(·) is nonnegative. (2) The
maximum value of C(·) occurs when the classes are disjoint in the feature set, and (3) The distance C(·) equals
zero when the class conditional probability density functions are identical [43, 42], can be used as a measure
of class separability. g [·] is the criterion function determining the probabilistic dependence between patterns and
classes.

The Bhattacharyya distance J(i, j), is defined by Devijver and Kittler as follows [70, 42]:

J(i, j) =
1

8

(
µ
j
− µ

i

)T[
Σi + Σj

2

]−1(
µ
j
− µ

i

)
+

1

2
ln

∣∣∣∣ 12(Σi + Σj

)∣∣∣∣[
|Σi||Σj |

] 1
2

(5.4)

where µ
i

and µ
j

are the mean vectors computed over the feature vectors in classes i and j, and Σi and Σj are the
corresponding covariance matrices for classes i and j. If we assume that the two class covariance matrices are equal,
Σi = Σj = Σ , then we assume that a mean covariance matrix over all the classes is sufficient to characterize the
feature space. If we then apply this assumption to the Bhattacharyya distance, we obtain the Mahalanobis distance
4,25:

J(i, j) =
1

8

(
µ
j
− µ

i

)T
Σ−1

(
µ
j
− µ

i

)
(5.5)

We construct the overall measure C discussed above by approximating the integrals in Equation (5.3) with
summations to form the following:

C =

N∑
i=1

N∑
j=i+1

J(i, j)PiPj (5.6)

In many practical scenarios, it is decided that the samples available are not sufficient to justify the estimation
of priors. Therefore, having no reliable knowledge of the prior probabilities for the classes, we can assume they
are equal, and we obtain Equation (5.7).

C =

N∑
i=1

N∑
j=i+1

J(i, j) (5.7)

5.4 The Number of Possible Feature Sets

In choosing a feature set, we could simply use the brute force method of conducting an exhaustive search of all
possible combinations of features and choose the one with best value of a performance criterion. If we were to
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choose b features from a much larger set of B features, this would involve the evaluation of B features taken b at a
time, or

No. of Possible Feature Subsets =
B!

b!(B − b)!
(5.8)

subsets. This number can be very large, even for a relatively small number of features. For example, selecting
10 features from a set of 20 involves 184,756 evaluations. This exhaustive search method is very undesirable
because of this computational complexity, so other more efficient methods are used.

5.5 The Branch and Bound Algorithm

We discuss the Branch and Bound Algorithm for feature selection [20, ?] because it is a standard of comparison
for other algorithms. It is globally optimal in the sense that it finds the optimal feature set, but it generally does
not require as much computation time as the exhaustive search method. The worst case scenario using Branch
and Bound can be as computationally burdensome as the exhaustive search, but that case is very rare. Branch and
Bound avoids exhaustive search by rejecting suboptimal subsets without direct evaluation and guarantees that the
selected subset yields the globally best value of any criterion function J that satisfies a monotonicity condition:

J1(x1) > J2(x1, x2) > . . . Jm(x1, x2, . . . , xm) (5.9)

where Ji(x1, x2, . . . , xi) is the criterion function evaluated for all features except x1, x2, . . . , xi from the fea-
ture set. The restriction of monotonicity is not severe and is not a limitation in practice, because it simply requires
that a set of S features is at least as good as any proper subset of itself for the purpose of class separation. A large
number of criteria, including the Bhattacharyya criterion satisfy the monotonicity condition [20, 21, 26]. The key
point is that even though the Branch and Bound algorithm finds the optimal feature set, and even though it is much
more efficient than the exhaustive search, it nonetheless usually involves a very large number of computations,
making it often undesirable in practice. For many applications, we have a large feature set to search, so in order
to achieve acceptable computational complexity, we are willing to accept an algorithm that produces a suboptimal
feature set. We often prefer to use such an algorithm, the Sequential Forward Selection Algorithm, which we
describe next.

5.6 The Sequential Forward Selection (SFS) Algorithm

Using the measure of class separability, we can rank order the features in the feature set according to their contri-
bution to class separability. To achieve this, we use the Sequential Forward Selection (SFS) Algorithm [20]. SFS
uses a bottom-up search strategy, in which we start with the null set of features. One feature at a time is included
in the current feature set. At each iteration, the feature to be included in the feature set is selected from among the
remaining available features, so that the enlarged set of features yields a maximum value of the criterion function
used. Note that there is a corresponding Sequential Backward Selection algorithm, which starts with a full set of
features and eliminates them one-by-one until it reaches the desired number of features [20].

For SFS, we first specify a priori the number of features b desired in the final feature set. At each stage in the
algorithm, one feature is added to the current feature set. The new feature is selected from the set of features not
already in the current feature set. For a new feature to be included, the new enlarged feature set must yield the
maximum value of C. The algorithm is described as follows:

Let xi be an individual feature, which is an element of the set of all B features under consideration, X =
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{xi, i = 1, 2, . . . , B − 1}. So, we can write the overall feature vector as:

X =


x0
x1
...

xB−1

 (5.10)

Let Xk be the selected feature set at algorithm iteration index k. Initialize the algorithm by setting the feature
set X0 to the null set and specifying the desired number of features b in the final feature set. At the kth step,
k features have been selected from X to form the feature set Xk. Let X − Xk be the set of available (not yet
selected) features. Rank the elements ai of the set X −Xk so that

C(Xk ∪ {a1}) > C(Xk ∪ {a2}) > C(Xk ∪ {a(B−k)}) (5.11)

Thus, at the (k+1)st step, we chooseXk+1 = Xk∪{a1} , because it results in the largest separability measure.
Continue to include new features in the feature set until the required number of features b is selected.

Use of the SFS algorithm involves some important tradeoffs. The main positive characteristics of the SFS
algorithm are that it is simple, easy to implement, has a small computational complexity and performs well. It runs
rapidly and has produced excellent selection results for a wide variety of real data sets and applications, including
the one described in this paper [20, 12, 13, 18, 17, 19].

The main drawback of the SFS algorithm is that it does not test all possible combinations of feature sets.
Notice that once a feature has been included in the set, it cannot be removed. In general, this could lead to
undesirable results, because a feature included at step k could become irrelevant or redundant due to the effects of
features included at subsequent steps. For this reason, the SFS algorithm is suboptimal in the sense that the selected
feature set is not necessarily the one that would be selected if all possible combinations of feature sets were tested.
For many applications in the past, the author has found the performance of the SFS algorithm to be generally
satisfactory, and the optimality of the Branch and Bound algorithm was not worth the high computational cost. We
often have a very large feature set to search, and the feature sets found by SFS provided excellent classification
performance.

Table 1: The Sequential Forward Selection Algorithm

GIVEN: A set X containing B features from which it is desired to select a subset of b features (b 6 B).
Let Xk denote the selected feature set at algorithm iteration k.

1. Initialize the algorithm by setting the feature set X0 = {} (the null set)

2. Specify b, the number of features desired in the final selected feature set.

3. kth Iteration (k = 1, 2, 3, . . . , b− 1)

Rank order the elements ai of the set X −Xk so that

C(Xk ∪ {a1}) > C(Xk ∪ {a2}) > C(Xk ∪ {a(B−k)}) (5.12)

Let Xk+1 = Xk ∪ {a1}

4. Repeat step 3 until k + 1 = b, then stop. The final feature set is Xb.
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Figure 5.1: Feature selection results using the Bhattacharyya distance and the Sequential Forward Selection algo-
rithm are shown in this figure. The application is automatic event detection for seismic oil exploration performed
for Shell Oil [11, 16]. A large set of features included mean, standard deviation, Gabor transform magnitude,
Gabor transform phase and others. The figure on the left depicts a two-dimensional slice through feature space for
two of the Gabor transform features. The figure on the right depicts the change in the Bhattacharyya distance vs.
feature index (or name). One can see that beyond about nine or ten features, the value added by each feature is
small. Hence, we used a subset of about nine features.

5.7 Feature Selection Results for the PAT Data Set

This unclassified example is from a project dubbed “PAT, ” and the data set was dubbed “k35.”

A small data set was created as a subset of the full k35 original data set. See Figure (5.2) for a description of the
data set parameters. Figure (5.3) shows the the Sequential Forward Selection (SFS) results using the Mahalanobis
distance. Figure (5.4) shows the the SFS results using the Bhattacharyya distance. Note that both distance criteria
gave the same feature ranking for this data set. In these figures, the features are not ranked in order of decreasing
change in the distance measure.

Figure (5.5 and Figure (5.6 depict the same results corresponding to Figure (5.3) and Figure (5.4), except that
the features are ranked in order of decreasing change in the distance measure.

Another result helped give confidence in the algorithm. When the SFS algorithm was asked to rank various
numbers of features (b = 1, 2, . . . , 6) , the ranking order produced was the same as that shown for the case in which
all 6 of 6 features were selected (2 1 6 3 4 5). One cannot expect such results in general.
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Figure 5.2: A small subset of the original k35 data set was used for the examples in this section.
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Figure 5.3: Feature Selection Results for the PAT Data Set: (Top Figure) Mahalanobis Distance plotted versus the
labels of the features selected in rank order, (Bottom Figure) Increase in the Bhattacharyya Distance attributable
to the inclusion of Feature i in the feature vector. The differences in this figure are not rank-ordered.
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Figure 5.4: Feature Selection Results for the PAT Data Set: (Top Figure) Bhattacharyya Distance plotted versus the
labels of the features selected in rank order, (Bottom Figure) Increase in the Bhattacharyya Distance attributable
to the inclusion of Feature i in the feature vector. The differences in this figure are not rank-ordered.
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Figure 5.5: Feature Selection Results for the PAT Data Set: Increase in the Difference of the Mahalanobis Distance
plotted versus the labels of the features selected in rank order. This display makes it easy for the user to see the
value added by each feature. The user can then easily choose a subset of the features to use. For example, in this
figure, one might argue that using more than four features adds very little to the distance measure; so one might
choose to use only the first four of the six features.
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Figure 5.6: Feature Selection Results for the PAT Data Set: Increase in the Difference of the Bhattacharyya
Distance plotted versus the labels of the features selected in rank order. This display makes it easy for the user to
see the value added by each feature. The user can then easily choose a subset of the features to use. For example, in
this figure, one might argue that using more than five features adds very little to the distance measure; so one might
choose to use only the first five of the six features. Or, the user might decide to use only the first three features,
because the increase in the distance measure is small after three.



Chapter 6

Statistical/ Information Theoretic Distance
Metrics and the Hellinger Distance

6.1 Desired Properties of a Distance Measure

For a distance measure to be useful in measuring the separation of probability densities, it is desirable that the
distance possess the four properties of a metric in the mathematical sense. If we let d[f(x), g(x)] denote the
distance between two pdf’s f(x) and g(x), then the four properties of a metric are [27, 28, 29]:

(1) Identity: d[f(x), g(x)] = 0 if f(x) = g(x)
The distance between two like objects should be minimum.

(2) Non-Negativity: d[f(x), g(x)] ≤ 0
To conform with traditional concepts of distance, the distance should be non-negative. This implies that the

distance from an object to itself should be zero, and the distance between two objects should be zero only if the
two objects are the same.

(3) Symmetry: d[f(x), g(x)] = d[g(x), f(x)]
A desirable property is symmetry, meaning that the distance between f(x) and g(x) is the same as the distance

between g(x) and f(x).

(4) Triangle Inequality: d[f(x), h(x)] ≤ d[f(x), g(x)] + d[g(x), h(x)]
A distance measure should obey the triangle inequality; that is, the distance between f(x) and g(x) plus the

distance between g(x) and h(x) should be less than or equal to the distance between f(x) and h(x). This allows
the distances among objects to be compared easily and reinforces the traditional concept of distance.

6.2 Divergence

We are interested in defining a reasonable metric with which we can measure the separation between two prob-
ability density functions f(x) and g(x). The statistical and information theoretic literature offers the concept of
divergence and a variety of ways to define it [26, 25, 27, 28, 29]. Various divergence measures are defined in terms
of the likelihood ratio of the two densities:

λ(x) =
g(x)

f(x)
(6.1)
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A classic divergence is the φ-divergence defined as [26, 25, 27, 28, 29]:

dφ(f, g) = EF (x)[φ(λ(x))] =

∫
X

φ(λ(x))dF (x) =

∫
X

φ(
g(x)

f(x)
)f(x)dx (6.2)

where F (x) is a cumulative distribution function, f(x) = dF (x)
dx and g(x) are probability density functions,

and φ(λ) is a convex function for λ > 0 with φ(1) = 0.

Various definitions of φ(λ) produce various definitions of divergence. We now examine several φ-divergences
and focus on their suitability for use as metrics and distance measures for feature selection purposes.

6.2.1 The Kullback-Leibler (KL) Divergence

The Kullback-Leibler (KL) Divergence is defined as

dKL(f, g) =

∫
X

g(x)log(
g(x)

f(x)
)dx (6.3)

The KL Divergence is also known by other names, including directed divergence, relative entropy, and information
divergence [26, 25, 27, 28, ?] It corresponds to the φ-divergence when

φ(λ) = λlog(λ) (6.4)

The KL divergence satisfies the Identity and Non-negativity properties, but it is NOT symmetric and does NOT
satisfy the triangle inequality. Therefore, it does not satisfy all of the properties of a metric. However, It is often
used in communications and message coding applications [26, 25, 27, 28, 29].

The divergence, or relative entropy has been proved to satisfy the monotonicity property we desire for feature
selection. The monotonicity property is summarized in Equation (5.9). The proof of monotonicity appears in [26].

6.2.2 The Symmetric Kullback-Leibler Divergence

The KL divergence has been extended to form the Symmetric KL Divergence, defined as the sum of the KL
divergence calculated in both directions as follows:

dKLS(f, g) = dKL(f, g) + dKL(g, f) (6.5)

Some definitions include a factor of one-half as a normalization method, but this is not strictly required. The
symmetric KL divergence corresponds to the φ-divergence when

φ(λ) = (λ− 1)log(λ) (6.6)

This distance satisfies the first three properties of a metric, AND it is symmetric. However, it does not obey the
triangle inequality. The applications in which it is used are similar to those of the KL divergence.

6.2.3 The Bhattacharyya Distance

The Bhattacharyya distance is also a φ-distance, and is defined as follows:

dB(f, g) =

∫
X

√
f(x)g(x)dx (6.7)
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This corresponds to the φ-divergence when

φ(λ) =
√
λ (6.8)

The Bhattacharyya distance satisfies the first three properties of a metric, but it does NOT obey the triangle in-
equality. A very desirable property of the Bhattacharyya distance is that its range is [0, 1], making it very attractive
for comparing distances.

6.2.4 The Hellinger Distance

The squared Hellinger distance is defined as follows:

d2H(f, g) =
1

2

∫
X

[
√
f(x)−

√
g(x) ]2dx (6.9)

This corresponds to the φ-divergence when

φ(λ) =
1

2
(
√
λ− 1)2 (6.10)

Moving the square root to the right-hand side of the equation, the Hellinger distance is given by:

dH(f, g) =
1√
2

√∫
X

[
√
f(x)−

√
g(x) ]2dx (6.11)

The Hellinger distance satisfies all four properties of a metric and its range is [0, 1]. This makes it an ideal candidate
for use in estimation, feature selection and classification problems. The robustness of minimum Hellinger distance
methods have been explored in [26, 25, 28, 31, 33, 34, 30].

The divergence, or relative entropy has been proved to satisfy the monotonicity property we desire for feature
selection. The monotonicity property is summarized in Equation (5.9). The proof of monotonicity appears in [26].
Because the Hellinger distance is a form of divergence (see above), it satisfies the desired monotonicity property.

6.3 The Hellinger Distance Written for Discrete Random Variables in
Vector Form

In order to use the Hellinger distance for feature selection, we need to write it in a form that can be programmed
on a digital computer. We need to write it for discrete random variables (using summations rather than integrals).
We must also write it so that the scalar feature x is replaced by the vector feature vector X . Thus, we are dealing
with multivariate pdf estimates f(X).

6.3.1 The Scalar Hellinger Distance Written for Discrete Random Variables

For the scalar case, replace the continuous random variable x with the discrete random variable xk. Let the integer
discrete index be defined as k = 0, 1, . . . ,K − 1, where K is the integer number of measured samples of x(k)
available for the computation. Then, replace the integral with the appropriate sum as follows to arrive at the scalar
discrete squared Hellinger distance:

d2H(f, g) =
1

2

K−1∑
k=0

[
√
f(xk)−

√
g(xk) ]2dx (6.12)
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6.3.2 The Multivariate (Vector) Hellinger Distance Written for Discrete Random Vari-
ables

We now wish to compute the squared Hellinger distance between two multivariate densities f(X) and g(X). X
is an N × 1 feature vector containing N features. We have M measured training feature vectors Xm, m =
1, 2, . . . ,M that we can use for computing the Hellinger distance, which we now write as:

d2H(f, g) =
1

2

M−1∑
m=0

[
√
f(Xm)−

√
g(Xm) ]2dX (6.13)

For the two-dimensional case (N = 2), we can define two discrete indices to use for computing the distance above.
Let k1 = 0, 1, 2, . . . , Nx1 − 1 and k2 = 0, 1, 2, . . . , Nx2 − 1. We define the sampling intervals for k1 and k2 to be
dx1 and dx2. Then, we can write the squared Hellinger distance as follows:

d2H(f, g) =
1

2

Nx1−1∑
k1=0

Nx2−1∑
k2=0

[
√
f(k1, k2)−

√
g(k1, k2) ]2dx1dx2 (6.14)

Of course, the expression for higher-dimensional cases can be written as a simple extension of this expression.



Chapter 7

Example 1: Simulation of 2D Random
Variables, 2D pdf Estimation and 2D
Hellinger Distance Computation

The purpose of this experiment is to demonstrate the performance of the new multi-dimensional pdf estimation
code written for this work. In order to do this, we simulate two sets of data (labeled X0 and X1) for which we wish
to estimate pdfs. Finally, after the pdf estimates are evaluated, we compute the Hellinger distance between the two
pdfs of the two data sets.

7.1 The X0 Data Set: Bivariate Bimodal Gaussian Distributed

This data set was simulated using a Gaussian random number generator. The number of features in the feature
vector is two (it is a bivariate random variable). The number of two-dimensional data vectors (statistical samples)
generated is 100. The mean vector = [0 0]T and the covariance matrix is a 2× 2 identity matrix I2×2.

Figure (7.1) depicts a scatter plot of the two-dimensional data set X0 in feature space. The kernel density
pdf estimate for set X0 is displayed as a color image in Figure (7.2). The estimator used a Gaussian kernel with
smoothing parameter σ = 0.3. The kernel density pdf estimate for set X0 is displayed as a grey scale image in
Figure (7.3). The estimator used a Gaussian kernel with smoothing parameter σ = 0.3.

7.2 The X1 Data Set: Bivariate Bimodal Gaussian Distributed

This data set was simulated using a Gaussian random number generator. The number of features in the feature
vector is two (it is a bivariate random variable). The number of two-dimensional data vectors (statistical samples)
generated is 30.

Let us define x ∼ N [µ, σ]N×1 as the notation for anN×1 vector of samples of a scalar random variable x that
is Normally distributed with mean µ and standard deviation σ. Using this notation, we define the 30 × 2 matrix
X1 that contains the simulated data as shown below.

X1 =

[
x11 ∼ N [0, .5]20×1 x12 ∼ N [5, 2.5]20×1
x21 ∼ N [.75, .25]10×1 x22 ∼ N [8.75, 1.25]10×1

]
(Data Matrix) (7.1)
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Figure 7.4 depicts a scatter plot of the two-dimensional data set X1 in feature space. The abscissa corresponds
to the first column of the data matrix X , and the ordinate corresponds to the second column of the data matrix X .

The kernel density pdf estimate for set X1 is displayed as a color image in Figure 7.5. The estimator used an
Epanechnikov kernel with smoothing parameter σ = 0.3.

The kernel density pdf estimate for set X1 is displayed as a grey scale image in Figure 7.6. The estimator used
an Epanechnikov kernel with smoothing parameter σ = 0.3.

The kernel density pdf estimate for set X1 is displayed as a three-dimensional plot in Figure 7.7. Note that the
circles depict the original observation data samples from which the estimated was calculated.

7.3 Hellinger Distance Results

The calculated Hellinger distance between X0 and X1 for this example is hD2D = 0.175.
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Figure 7.1: Example 1, X0: Scatter plot of simulated observation data for the unimodal bivariate Gaussian-
distributed random variable X0. The mean vector = [0 0]T and the covariance matrix is a 2 × 2 identity matrix
I2×2.
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Figure 7.2: Example 1, X0: The kernel density pdf estimate f(X0) for data set X0 is displayed as a color image
in this figure. The estimator used a Gaussian kernel with smoothing parameter σ = 0.3. The 2D grid for the pdf
estimate is denoted (kx1, kx2).
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Figure 7.3: Example 1, X0: The kernel density pdf estimate f(X0) for data set X0 is displayed as a grey scale
image in this figure. The estimator used a Gaussian kernel with smoothing parameter σ = 0.3. The 2D grid for the
pdf estimate is denoted (gridx1, gridx2).
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Figure 7.4: Example 1, X1: Scatter plot of the simulated observation data for bimodal bivariate Gaussian-
distributed random variable X1. The data matrix for this plot is given in Equation (7.1).The abscissa X(1) corre-
sponds to the first column of the data matrix X , and the ordinate X(2) corresponds to the second column of the
data matrix X .



G. A. Clark Foundations of Feature Selection and Classification for Non-Gaussian Targets 50

Figure 7.5: Example 1, X1: Color plot of the pdf estimate f(X1) for the bimodal bivariate Gaussian random
variable X1. The estimator used an Epanechnikov kernel with smoothing parameter σ = 0.3. The data matrix for
this plot is given in Equation (7.1). The 2D grid for the pdf estimate is denoted (kx1, kx2).
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Figure 7.6: Example 1, X1: The kernel density pdf estimate f(X1) for data set X1 is displayed as a grey scale
image in this figure. The estimator used an Epanechnikov kernel with smoothing parameter σ = 0.3. The data
matrix for this plot is given in Equation (7.1). The 2D grid for the pdf estimate is denoted (gridx1, gridx2)
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Figure 7.7: Example 1, X1: 3D plot of the pdf estimate f(X1) of the bimodal bivariate Gaussian random variable
X1. The estimator used an Epanechnikov kernel with smoothing parameter σ = 0.3. Note that the circles denote
the original measurement samples from which the pdf estimate was calculated. The data matrix for this plot is
given in Equation (7.1). The 2D grid for the pdf estimate is denoted (gridx1, gridx2).



Chapter 8

Example 2: Simulation of 3D Random
Variables, 3D pdf Estimation and 3D
Hellinger Distance Computation

The purpose of this experiment is to demonstrate the performance of the new multi-dimensional pdf estimation
code written for this work. In this experiment, we simulate two sets of data (labeled H0 and H1) for which we wish
to estimate pdfs. Finally, after the pdf estimates are evaluated, we compute the Hellinger distance between the two
pdfs of the two data sets.

8.1 Hypothesis H0: Simulated Trivariate Unimodal Gaussian Random
Variable

This example uses simulated trivariate unimodal Gaussian training data vector XH0
∼ N [µ,Σ1/2] with mean

vector µ and covariance matrix Σ defined as follows:

µ = [0 0 0]T Mean Vector (8.1)

Σ =

1 0 0
0 2 0
0 0 3

 Covariance Matrix (8.2)

The kernel density estimator uses a Gaussian kernel with smoothing parameter σ = .3.

8.2 Hypothesis H1: Simulated Bimodal Non-Gaussian 3D Random Vari-
able (Sum of Gaussians)

For Hypothesis H1, we simulate set of non-Gaussian 3-dimensional random vectors {XH1} by summing two
Gaussian r.v.’s: XH1 = X1 +X2. The parameters for the pdf simulations are:
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µ1 = [3 3 3]T Mean Vector 1 (8.3)

Σ1 =

1 0 0
0 2 0
0 0 3

 Covariance Matrix 1 (8.4)

µ2 = [6 6 6]T Mean Vector 2 (8.5)

Σ2 =

2 0 0
0 3 0
0 0 4

 Covariance Matrix 2 (8.6)

The kernel density estimator uses an Epanechnikov kernel with smoothing parameter σ = .3.

8.3 Hellinger Distance Results

The calculated Hellinger distance between H0 and H1 for this example is hD3D = 0.175.
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Figure 8.1: Fig 3D H0 X(1) X(2), Example 2, H0: Scatter plot of a slice of the simulated observation data XH0

along dimensions 1 and 2 for the unimodal 3D Gaussian distributed random variable. The mean vector =µ, and the
covariance matrix =Σ.
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Figure 8.2: Fig 3D H0 X(1) X(3), Example 2, H0: Scatter plot of a slice of the simulated observation data XH0

along dimensions 1 and 3 for the unimodal 3D Gaussian-distributed random variable H0. The mean vector =µ, and
the covariance matrix = Σ.
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Figure 8.3: Fig 3D H0 X(2) X(3), Example 2, H0: Scatter plot of a slice of the simulated observation data XH0

along dimensions 2 and 3 for the unimodal 3D Gaussian-distributed random variable H0. The mean vector =µ, and
the covariance matrix = Σ.
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Figure 8.4: Fig 3D H1 X1(1) X1(2), Example 2, H1: Scatter plot of a slice of the simulated observation data
XH1 along dimensions X1(1) and X1(2) for the unimodal 3D Gaussian-distributed random variable H1. The mean
vector =µ1, and the covariance matrix = Σ1.
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Figure 8.5: Fig 3D H1 X2(1) X2(2), Example 2, H1: Scatter plot of a slice of the simulated observation data
XH2

along dimensions X2(1) and X2(2) for the unimodal 3D Gaussian-distributed random variable H1. The mean
vector =µ2, and the covariance matrix = Σ2.
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Figure 8.6: Fig 3D H1 X(1) X(2), Example 2, H1: Scatter plot of a slice of the set of simulated observation data
vectors {XH1

= X1 +X1} along dimensions X(1) and X(2) for the bimodal 3D random variable XH1
.
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Figure 8.7: Fig 3D H1 X(1) X(3), Example 2, H1: Scatter plot of a slice of the set of simulated observation data
vectors {XH1

= X1 +X1} along dimensions X(1) and X(2) for the bimodal 3D random variable XH1
.
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Figure 8.8: Fig 3D H1 X(2) X(3), Example 2, H1: Scatter plot of a slice of the set of simulated observation data
vectors {XH1

= X1 +X1} along dimensions X(1) and X(2) for the bimodal 3D random variable XH1
.
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Figure 8.9: Fig 3D H0 X(kx1) X(kx2), Example 2, H0: Slice of the pdf estimate f(XH0
) of the random variable

XH0
plotted as a color image. The grid for the pdf estimate is denoted (kx1, kx2, kx3).
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Figure 8.10: Fig 3D H0 X(kx1) X(kx3), Example 2, H0: Slice of the pdf estimate f(XH0
) of the random variable

XH0 plotted as a color image. The grid for the pdf estimate is denoted (kx1, kx2, kx3).
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Figure 8.11: Fig 3D H0 X(kx2) X(kx3), Example 2, H0: Slice of the pdf estimate f(XH0
) of the random variable

XH0
plotted as a color image. The grid for the pdf estimate is denoted (kx1, kx2, kx3).
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Figure 8.12: Fig 3D H1 X(kx1) X(kx2), Example 2, H1: Slice of the pdf estimate f(XH1
) of the random variable

XH1 = X1 +X2 plotted as a color image. The grid for the pdf estimate is denoted (kx1, kx2, kx3).
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Figure 8.13: Fig 3D H1 X(kx1) X(kx3), Example 2, H1: Slice of the pdf estimate f(XH1
) of the random variable

XH1 = X1 +X2 plotted as a color image. The grid for the pdf estimate is denoted (kx1, kx2, kx3).
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Figure 8.14: Fig 3D H1 X(kx2) X(kx3), Example 2, H1: Slice of the pdf estimate f(XH1
) of the random variable

XH1 = X1 +X2 plotted as a color image. The grid for the pdf estimate is denoted (kx1, kx2, kx3).
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Figure 8.15: Fig 3D H0 H1 X(kx1) X(kx2), Example 2, H0 and H1: Slice of the joint pdf estimate f(XH0
, XH1

)
plotted as a color image. This plot allows us to visualize the relationship between the two conditional pdf estimates
f(XH0

) and f(XH1
). Unfortunately, in this example, the magnitude scales of the two pdfs are different enough

that it is difficult to find one color scale that allows both pdfs to be visualized clearly. The pdf f(XH1
) is much

fainter than f(XH0
) in this slice. The grid for the pdf estimate is denoted (kx1, kx2, kx3).
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Figure 8.16: Fig 3D H0 H1 X(kx1) X(kx3), Example 2, H0 and H1: Slice of the joint pdf estimate f(XH0
, XH1

)
plotted as a color image. This plot allows us to visualize the relationship between the two conditional pdf estimates
f(XH0

) and f(XH1
). Unfortunately, in this example, the magnitude scales of the two pdfs are different enough

that it is difficult to find one color scale that allows both pdfs to be visualized clearly. The pdf f(XH0
) is much

fainter than f(XH1
) in this slice. The grid for the pdf estimate is denoted (kx1, kx2, kx3).
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Figure 8.17: Fig 3D H0 H1 X(kx2) X(kx3), Example 2, H0 and H1: Slice of the joint pdf estimate f(XH0
, XH1

)
plotted as a color image. This plot allows us to visualize the relationship between the two conditional pdf estimates
f(XH0

) and f(XH1
). Unfortunately, in this example, the magnitude scales of the two pdfs are different enough

that it is difficult to find one color scale that allows both pdfs to be visualized clearly. The pdf f(XH0
) is much

fainter than f(XH1
) in this slice. The grid for the pdf estimate is denoted (kx1, kx2, kx3).



Chapter 9

Conclusions

This report examines the use of information-theoretic class separability measures that can deal with non-Gaussian
data sets. In particular, we show that the Hellinger distance (a divergence measure), has very desirable mathemat-
ical properties and propose that the Hellinger distance could be useful for feature selection when accompanied by
a suitable density estimator and an optimal subset selection algorithm.

This report (1) Defines classification and feature selection theory, (2) Describes the continuous variable Hellinger
distance in one dimension and discusses its mathematical properties in comparison with other distance measures,
(3) Develops the discrete variable Hellinger distance expression for one and two dimensions, and shows that the
discrete Hellinger distance for multiple dimensions is a straightforward extension, and (4) Presents experimental
density estimation results using a new MATLAB implementation of a multivariate Parzen window kernel density
estimator.

The draft of this report served as a starting point for Ensign Matthew Wilder’s MSEE thesis work at the
Naval Postgraduate School (NPS) in 2010 and 2011. Ensign Wilder completed his thesis and graduated from
NPS in June 2011 (M. J. Wilder, “Automatic Target Recognition: Statistical Feature Selection of Non-Gaussian
Distributed Target Classes,” MSEE Thesis, Naval Postgraduate School, Thesis Advisor: Grace A. Clark, Second
Reader: Monique P. Fargues, June 2011). In the thesis, Ensign Wilder created implementations of the Branch
and Bound and Sequential Feature Selection algorithms, extended the multivariate kernel density estimator code
created for this work, and demonstrated the performance of Hellinger Distance-based feature selection algorithms
using both simulated data and data from a real-world benchmark data set. The new algorithm was shown to be
very effective for both Gaussian and non-Gaussian data sets. The advantages gained for non-Gaussian data come
at the cost of increased computational complexity. Using a laptop computer for practical problems, we generally
use initial feature vectors containing no more than about ten or twelve features. Proposed future research lies in
creating faster kernel density estimator algorithms that would allow for the use of higher dimensional data.
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